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“Evolution is not just ‘chance caught on the wing.’
  It is not just a tinkering of the ad hoc, of bricolage, of contraption.  It is emergent order honored and honed by selection.”




Stuart A. Kauffman

The Origins of Order: Self-Organization and Selection in Evolution, 1993, p. 644.
Introduction

Geoffrey Hodgson and Thorbjørn Knudsen (2006, 2010) argue that evolution is the ultimate complex system that we know of and study.  It encompasses both the dynamics of human decisionmaking and how that decisionmaking interacts with the biological environment around it, from which we emerged in a long process that continues on partly driven by our own actions.  Even without the appearance of humans, evolution was a complex process, but we have made it even more so as our behavior is also complex, even without accounting for our interactions with our environment.  This complexity exhibits itself both through the emergence of hierarchies and also through the nature of its self-organizing dynamics.  However, the role of natural selection in both these hierarchies and these self-organization dynamics are matters of considerable debate across the many disciplines in which evolution is seen as playing an important role.


This essay studies these discussions, drawing on more extended analysis from Rosser (2011).  It starts with the matter of hierarchy and the degree to which evolutionary processes operate at levels higher than the gene or organism or some other lower level meme.  While the older approach to group selection as represented by the work of Wynne-Edwards (1962) came to be rejected by the majority of students of evolution following the work of Williams (1966) and Dawkins (1976), more recent developments have shown how higher level selection can operate arising from processes operating at the lower levels (Henrich, 2004).  In this regard there is a parallel with the search for satisfactory and realistic microfoundations to macroeconomics rather than a mere assumption that the macro simply mimics what goes on at the micro level.

The following related matter is how multiple levels can emerge in a self-organizing way from the lower levels and the role of natural selection in this emergence.  Here there may be less agreement even than in the previous matter, although the issues are related.  While advocates of self-organization such as Kauffman (1993) argue that natural selection plays a central role in these processes, doubters such as Gould (2002) see an invocation of mystical or even theological processes that stand aside from a proper understanding of the operation of natural selection.  Both of these debates remain unresolved as of this time, even as the trend may be favoring the advocates of a carefully developed multi-level selection approach in conjunction with a carefully formulated version of dynamic self-organization may be gaining more favor over time.
The Multi-Level Complication

Evolutionary game theory has played a central role in the more recent debates regarding the question of what is now carefully called, multi-level selection, partly to avoid the more contentious older term, “group selection.”  In most of his writings, Darwin advocated a single level of selection that operates at the level of the organism primarily.  With the neo-Darwinian synthesis after the integration of Mendelian genetics into the Darwinian system, the fundamental level seemed to go down to the individual gene, a view most strongly emphasized by Williams (1966) and Dawkins (1976).  Later when Dawkins (1983) introduced the idea of universal Darwinism that extends beyond just biology, he introduced the concept of the meme, the object upon which evolution operates, although this in turn has become a contentious topic (and a word stretched far beyond this original meaning to have become nearly gibberish), especially as it has been applied in economics and other social sciences.  It continues to be the case that Dawkins and others hold to the view that biological evolution in particular fundamentally operates only at one level, the lowest level, and that the critique by Williams (1966) of the work of Wynne-Edwards (1962) and others was definitive.  They argued that holistic view that evolution operated directly on groups rather than building up from lower levels.

Nevertheless, since these strong assertions, there has been a building of support for the idea that evolution sometimes operates at higher levels, with this most strongly argued once we get to human evolution, which as noted earlier was recognized by Darwin himself (1871), despite his general view.  For humans, the equivalent of the supposedly hard core neo-Darwinian view that Darwin did not accept was to focus on the individual, leading back to a focus on the gene.  However, the fundamental mathematics behind understanding multi-selection was developed by Crow (1955), Hamilton (1964, 1972), and particularly Price (1970, 1972).  The broader arguments as applied to humans and how culture could be a part of the actual biological part of human evolution drawing on these earlier arguments has been laid out in Boyd and Richerson (1985), Wade (1985), Maynard Smith (1998), Sober and Wilson (1998), and Henrich and Boyd (1998), with economists getting into this more recently (Gintis, 2000; Fehr and Gächter, 2002).  Hayek (1979) provided an early version of this for strictly cultural evolution.   Henrich (2004) provides an excellent overview. In contrast with the older view, these approaches showed how group effects emerged from lower level processes.

From the game theoretic standpoint, the issue of multi-level selection is deeply connected to the dilemmas within game theory about selfishness versus cooperation that show up in such examples as the prisoner’s dilemma (PD) and the stag-hunt coordination games.  While cooperation is a Pareto superior outcome, a more selfish strategy is the Nash equilibrium.  As developed by Maynard Smith (1972) and Maynard Smith and Price (1973), evolutionarily stable strategies (ESS) are subsets of the larger set of Nash equilibria.  Cheaters or selfish individuals can undermine cooperation among both humans and also in biological evolutionary systems.  The question becomes that of how cooperation can evolve in the face of this powerful effect (Axelrod, 1984).


Crucial to understanding the dynamics of multi-level selection it is necessary to distinguish changes in fitness within a group versus those between groups.  With regard to the question of cooperation, or as it is conventionally put, altruism, one must consider genes that lead to behaviors that are damaging to an individual but good for the group the individual is within.  Following work of Crow (1955) on defining these elements and drawing on the work of Price (1970, 1972), Crow and Aoki (1982) determined a basic condition for the mean value of an altruistic gene to increase.  
Let Bw the within-group genic regression on the fitness value of the trait as defined in the work of Sewall Wright (1951) and Bb be the between-group genic regression to the fitness value.  Let Vw be the variance among individuals within a group and Vb the variance among means across groups. For an altruistic trait one expect Bw to be negative while Bb to be positive.  Given these, a sufficient condition for the altruistic trait to increase in frequency is given by



Bb/-Bw > Vw/Vb.                                                   (1)
The expectation here is that Vw is likely to be substantially larger than Vb, which becomes an argument for the widespread skepticism regarding the ability of altruistic genes to increase relative to selfish ones.  The between-group fitness effect must be substantially greater than the (negative) within-fitness effect, which can be tied to kin selection effects, the classic source of multi-level selection in purely biological evolution, with social insects a classic example.  

Focus of discussion has often focused on variables that affect the right hand side of Equation (1).  Among those are the size of the groups and the degree of isolation of them, with the right hand term tending to decline as groups are smaller and more isolated.  This has led to skepticism that the condition can be met among human groups, given in particular tendencies to migration and interbreeding (keeping in mind that these equations were developed by people such as Wright much concerned with the matter of artificial selection and breeding).  Nevertheless, Henrich suggests that a case observed by anthropologists of this working in a combined biological-cultural setting was the displacement during the 19th century in the Sudan of the Dinka group by the Nuer group, where the former killed their cattle to eat beef, while the latter used their cattle for milk and did not kill them. 
When one shifts to the more purely cultural evolution aspect of this within a game theoretic setup, the matter of within group versus between group very much involves being able to identify who is a cooperator (“carries the altruistic gene”) versus is not a cooperator.  This has often been posed, as Henrich (2004) explains, as the “greenbeard problem.”  So, within a group cooperators may identify themselves by growing green beards.  However, if a mutation allows defectors (non-cooperators) to learn how to grow green beards and pass as cooperators, the evolutionary advantage of the cooperators (or carriers of the altruistic genes) will disappear, and the selfish defectors will take over.  This can be seen as a matter of costly signaling.  Among biologists those scoffing at the ability to maintain such signals have included Dawkins (1976) and Low (2000).  Among social scientists, Frank (1988) and Frank, Gilovitch, and Regan (1993) have argued for this signaling to be able to occur, while skeptics have included Ekman (1992) and Ockenfels and Selten (2000).
We wish to note that the conditions being discussed here are not along the same lines as those advocated by Wynne-Edwards (1962) that were ridiculed by Williams (1966).  Those involved independent adaptations occurring directly at the group level.  Here the analysis is derived ultimately from the model of Fisher (1930) that underpins the neo-Darwinian synthesis and that such figures as Dawkins rely upon in their arguments, meaning that even the opponents of multi-level selection cannot simply rule it out a priori, but must contest the possibility on empirical grounds with regard to certain key parameters.  At this point we note the link between this discussion and the concept of hypercyclic morphogenesis (Rosser, 1991, Chap. 12; 2011, Chap. 6).  I also further note that at this level when we are discussing the more purely economic and social side of this, this condition is very strong in that it holds for true altruists, those who do not personally benefit from their own actions, the classic example recognized by Darwin of the tribal member who sacrifices his life for the good of his group.  
A much weaker form of this, and thus more likely to develop, is the reciprocal altruism of Trivers (1971), in which there is an implicit expectation by the cooperator of future cooperation back by others.  This is the mechanism underlying the tit-for-tat strategy in repeated prisoner dilemma (PD) games (Axelrod, 1984), and many have studied how punishment plays a role in enforcing these sorts of cooperation over time in groups, with Nowak and Sigmund (1998) agreeing with the earlier observation about group size that enforcing cooperation is harder as group size increases.  This leads to arguments that mutations that lead to only allowing cooperation with punishment should be selected for (Boyd and Richerson, 1992; Gintis, 2000).  
The distinction between purer altruism and more selfish sorts of reciprocity-based cooperation has become a matter of intense study.  Fehr and Schmidt (1999) proposed a method of distinguishing the two.  However, how easily this can be measured has become a matter of considerable debate among experimental economists (Binmore and Shaked, 2010; Fehr and Schmidt, 2010). 
Self-Organization and Natural Selection


We now come to a matter of ongoing controversy within evolutionary theory, the relationship between complex self-organization and natural selection.  A leading advocate of the self-organization idea in evolution has been Stuart Kauffman (1993, p. xiii), who argues that “this single force view [of Darwin’s, e.g. natural selection]…fails to stress, fails to incorporate the possibility that simple and complex systems exhibit order spontaneously.”  Kauffman follows Eigen and Shuster (1979) in posing the emergence of higher-ordered structures in evolution as self-organizing processes along the lines of hypercyclic morphogenesis, with this providing an explanation for the origin of life itself, as well as the origin of multi-cellular organisms, with these processes only partially driven by natural selection as such.  

The ultimate origin of this argument is traced to D’Arcy Thompson (1917) and his views on growth and form, who saw order arising as forms fit to optimal patterns, such as honeycombs being hexagonal as these compactly order volumes with minimal use of surface materials.  This is seen as fitting in with the older pre-evolutionary theorists such as Paley and the idea of rational morphology, these older views consistent with creationism in which God has made all species fit into their environments in a rational and optimal way without any need for natural selection to form them to fit.  This “order for free” has brought down considerable opposition from many evolutionary theorists, including Gould (2002, pp. 1200-1214), who does not suggest that Thompson or Kauffman or Goodwin (1994) are creationists.
  He claims to admire the efforts of those at the Santa Fe Institute (where Kauffman is located) to study complex systems, agreeing that there may be some value in doing so.
  But in the end, the Kauffman theory is too general and not very useful when one tries to understand the evolution of “such a phyletically localized, complex, and historically particular structure as the tetrapod limb” (Gould, 2002, p. 1213).  Gould throws “complexity” back into the faces of those putting it forward as a complement to natural selection.

An underlying commonality of argument between Gould and Kauffman in their respective struggles with the conventional neo-Darwinian synthesis is their mutual reliance on the ideas of Sewall Wright.  For Kauffman he has developed the NK theory of adaptation to Wrightian fitness landscapes.  In the NK model, N is the number of parts in a system, the genes in a genotype, the proteins in an amino acid, whatever, which, however are adapting to the fitness landscape.  K is the number of other parts that the N parts are connected to and whose interaction is also involved in the adaptation process in the landscapes.  

Drawing deeply on work of Crow and Kimura (1970) and Lewontin (1974), Kauffman derives various conclusions.  If K = 0, then there will be a single peak in the fitness landscape.   At the other extreme is the case of the largest possible value for K, namely N – 1.  In that case, the landscape becomes completely random.  More generally, as N increases, the number of peaks in the landscape tends to increase while the heights of the peaks tend to diminish.  Kauffman labels this phenomenon the complexity catastrophe.  These two extreme cases are posed as extreme order and extreme disorder (or “chaos,” although this is not proper mathematical chaos), with Kauffman eventually arguing that evolutionary advances and the emergence of higher order structures occurs on the boundary between these zones, “at the edge of chaos.”
Eventually Kauffman would see this all being equivalent to computational problems and issues.  This would be picked up by his SFI colleague, James Crutchfield (1994, 2003) who would pursue further the problems of the emergence of higher order structures out of evolutionary processes from an essentially computational standpoint.  This has involved the use of genetic algorithms and other methods.  Crutchfield (2003) posits the existence of “mesoscales” where microscopic genotypes manifest themselves in forms of phenotypes.  These then change over time in punctuated episodes of dramatic change in a process of “epochal evolutionary unfolding,” in which on both the genotypical and phenotypical levels there are leaps to new levels of order.  This process is depicted in Figure 7.2 (Crutchfield, 2003, p. 116), with the genotypes on the right moving upwards from one basin of attraction to a higher one, while on the left the phenotypes do so as well in a parallel pattern in response to an initial mutational innovation.
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Figure 1: Portrait of an Evolutionary Innovation

This approach to evolutionary emergence reopens the door to the question of multi-level selection again from another direction, with the threat of “holistic” evolution posing as a possibility, which had supposedly been vanquished by Williams (1966).  The idea of emergence in evolution is an old one, having achieved a peak of interest in the 1920s with the so-called British Emergentist School (Morgan, 1923; McLaughlin, 1992). Their approach has been argued to derive from John Stuart Mill’s concept of “heteropathic laws” (Mill, 1843).  In the hands of Crutchfield and Kauffman and their allies (Newman, 1997; Bornholdt, 2003; Eble, 2003; Gavrilets, 2003), this becomes a computational process.

This has led to criticism by yet others.  Among those is Joseph McCauley (2005) who objects from a physics perspective.  An advocate of econophysics (2004),
 McCauley argues that true science involves the search for invariances and ergodicity in systems, which he argues does not appear in these biological and evolutionary systems.  McCauley (2005, p. 77) accepts that we may know “how a cell mutates to a new form, but we do not know how a fish evolves into a bird.”  It is too complicated even for complexity theory.  McCauley further cites Moore (1990, 1991a, 1991b) who studied Turing machines without attractors that exhibit full unpredictability and surprise, declaring this to be the ultimate foundation of complexity theory.


The questions of computability, emergence, and evolution has spilled into economics as well, particular following the work of Mirowski (2007).  He makes the controversial claim that markets are algorithms, thus reducing them to a computability issue.
  He argues that over time markets develop hierarchies that have some resemblance to Chomsky (1959) or Wolfram (1984) hierarchies.  So, futures markets emerge from spot markets, options markets emerge from futures markets, and higher order derivatives markets emerge from options markets, and so on, with the higher order markets embedding the lower order ones in the way that a more evolved “higher order” evolved system may contain that which it came out of anagenetically in the self-organizing evolutionary view with a fully teleological drive, perhaps connected to entropic processes working themselves out.  In any
 case, Mirowski sees these algorithmic market systems as competing with each other and evolving via natural selection, just as other evolutionary economists have focused on the evolution of technologies or firms.  For Mirowski, the goal is some sort of universal Turing machine (Cotogno, 2003), but Zambelli (2007) argues that he is overreaching, and that his system collapses partly due to there being unbridgeable gaps in the hierarchies of Chomsky and Wolfram that he fails to deal with adequately.  

We thus return to perhaps a deeper aspect of this debate between the neo-Darwinian synthesis and the advocates of complex self-organization.  This is indeed the matter of teleology versus a sort of wandering randomness.  There have been only a few evolutionary theorists who have advocated a full-blown teleological perspective, notably the Catholic theologian and evolutionist Teilhard de Chardin (1956) with his idea of evolution being a divinely driven process proceeding towards the noöspheric (Vernadsky, 1945)
 Omega Point, although Davies (2003) and Morowitz (2003) provide somewhat lower key examples as well.  Most self-organization advocates such as Kauffman tend to eschew such exogenously driven processes, but nevertheless see some tendency for some sort of greater complexity to gradually emerge over time through evolution, even as it is not necessarily an inexorable or monotonic process, especially in the face of dramatic mass extinctions that have occurred from time to time.  But, left on its own, the biosphere self-organizes to higher orders of greater complexity (Crutchfield, 2003), however defined.  The ultimate argument for this is to point to the grand movement from the non-organic through unicellular organisms through the hypercyclic morphogenesis of the multi-cellular and finally to organisms with larger and larger brains, finally achieving the self-consciousness of humanity.  

Needless to say the neo-Darwinian response to this ultimate assertion of Thompson-Kauffman quasi-teleology is to re-emphasize the stochastic nature of all this, and the ultimately dominating role of natural selection within it.  If we see more complicated, if not more necessarily more complex,
 organisms over time on average, this is because that complicatedness has given these organisms a competitive edge in the coevolutionary landscape within which the landscape itself is coevolving with the species struggling within it for survival and reproduction.  But there is no inherent tendency for this, and numerous examples can be brought forth of simplifications that have occurred at one point or another in evolutionary history, quite aside from the drastic simplifications enforced by the great mass extinctions of history such as that of the Permian 250 million years ago.  There is no fundamental teleology, even if it looks sort of like maybe there is, kind of.

There is no final resolution of this debate.  However, we shall go out the door on this for now by presenting two figures that depict the alternative perspectives within a dynamic evolutionary context.  A teleological vision would be one that sees higher order multi-level structure, emerging inexorably from such processes, whereas a neo-Darwinian perspective would see a greater randomness, a process that changes, but in which no strategy or structure permanently dominates as the system simply goes on and on in its evolutionary dynamic.  
Figure (2) from Bornholdt (2003, p. 68) shows a branching pattern to more diverse and complicated forms of morphology developing in a classic evolutionary tree that is marked by sharp punctuations of Eldredge-Gouldian sort (Eldredge and Gould, 1972).  While Lindgren and Johannson (2003) show outcomes that evolve to cooperation out of a dynamic prisoners’ dilemma game, Figure (3) from Lindgren (1997, p. 349) can be thought of as showing a neo-Darwinian vision, albeit with a touch of punctuationism.  Showing the presence of competing strategies of cooperation or defection within a PD game, operating within a mean-field framework,
 periods emerge when one or another strategy may dominate, but then these break down within fairly short periods during which there is a vigorous competition, followed by the emergence of a new structure, although none of these persist for too long, and the system simply moves along, a complex evolving system that does not necessarily self-organize itself into some sort of hierarchical teleological final steady state or noöspheric Omega Point.
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Figure 2: Evolutionary Tree with Higher-Order Morphological Complexity
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Figure 3: Evolving Prisoner’s Dilemma Game Tending Nowhere Particularly
Conclusion


We have seen how proponents and opponents of the idea of multi-level selection continue to argue their positions, even as the more recently developed approach of building up the possibility of multi-level selection from reasonable processes at the foundational levels has been given more rigorous underpinnings.  We have also seen how the proponents of there being a role for dynamic self-organization within the evolutionary process of natural selection, even as others continue to resist these ideas as invoking anti-Darwinian ideas of teleology or directedness of evolution.  Does form direct process?  We do not fully know the answer, but the advocates of self-organization argue that there is no contradiction between natural selection and self-organized complexity
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� The line “chance caught on a wing” is from Monod (1971) originally, who especially emphasized the stochastic element in evolution.


� While Axelrod touted Anatol Rapoport’s tit-for-tat strategy as being the best performing in repeated games, this has since been superseded by other strategies, some of them basically variations on tit-for-tat.


� It is ironic that Gould himself came under fire from other evolutionists initially for his punctuated equilibrium theory precisely because it seemed to provide ammunition for creationists against the theory of evolution, and it may be that Gould’s monumental 2002 book is at least partly done in an effort to refute this allegation and to assert the consistency of his viewpoint with that of Darwin.


� A more vigorous advocate of a dynamic view against traditional Darwinianism is the “Poincaréan epistemological pragmatist” James Barham (1992, p. 262) who declares “For the dynamicist, teleonomic or purposive behavior is an objective  property of biological systems; for the Darwinian, the apparent purposiveness of living things is a subjective illusion, and the language of purposes and goals…is a mere convention or shorthand to help us describe certain complex but essentially mechanical processes.”


� We note that this approach assumes distinct levels of hierarchy in this process of evolution, in contrast to the Zipf’s Law approach in urban economics where there is a continuous distribution of city sizes.  This view of ecology more broadly as possessing well defined hierarchical levels is discussed in Allen and Starr (1982).


� McCauley (2004) decries what he labels as econobiology.  Rosser (2010a) considers these comparisons and debates further.  McCauley’s usage calls to mind sociobiology more than say “bioeconomics” does.


� Velupillai (2009) argues that complexity is ultimately defined as being computational.  Rosser (2009, 2010b) disagrees, arguing for the dynamic complexity view drawn on Day (1994) and Rosser (1999), which Velupillai (2011) labels “Day-Rosser complexity.”


� Conlisk (2007) and Kirman (2007) both dispute this view, arguing that ultimately a market is a social interaction between human beings.


� We also note that Hayek (1948, 1952, 1967, 1979)  was an advocate of this complexity view of evolution, and despite his strong methodological individualism also supported the idea of multi-level evolution within human societies (Caldwell, 2004; Rosser 2012).


� The noöshpere is the combined natural biosphere with humanity in a single interacting system.  A predecessor of Vernadsky’s broader ideas within the Russian tradition, as well as of later general systems theory and cybernetics, was A.A. Bogdanov (1922) and his theory of organization, or tektology, which attempted a unification of the physical and social sciences.  See also Stokes (1992). 


� Israel (2005) distinguishes between complexity and complicatedness, noting that they come from different Latin roots.  Complexity comes from complecti, to “grasp, comprehend, or embrace,” whereas complicatedness comes from complicare, to “fold or envelop.”  Usually the difference is that complexity implies some higher order arising from the elements, whereas complicatedness simply involves there being many elements.  However, some have used the two interchangeably, such as von Neumann (1966).  Herbert Simon (1962) was important in linking hierarchy and complexity.


� See Brock and Hommes (1997).
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