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                       Abstract

     Economies making a transition from centrally planned socialism to market capitalism can experience chaotic hysteresis.  This can arise from elements of the previous system persisting even as institutions are transformed with the system possibly experiencing chaos during this conflict.  A model of investment cycles accompanied by technological stagnation shows this phenomenon which can be viewed from a cusp catastrophe perspective.  Empirical tests of Soviet investment and construction data provide incomplete support for the cusp structure with chaos.  Nonlinear structures are found with bifurcation effects for all cases and possibly chaotic dynamics for five-year lagged construction data.

Key Words: catastrophe, chaos, hysteresis, socialism, transition

Running Head: Chaotic Hysteresis and Transformation

                 INTRODUCTION

This paper seeks to understand certain dynamic patterns of the transformation of command socialist, centrally planned economies (CPEs) into market capitalist economies.  This process of systemic transformation is proving to be far more difficult than was initially thought would be the case by many observers.  In a sense this is both because these systems collapsed more suddenly and dramatically than many expected, and also, that despite their collapse, the practices of the old system have persisted into the transition period, thereby seriously complicating the transformation process in a variety of ways.  While the collapse can be viewed metaphorically as a catastrophic discontinuity, the epilogue to this collapse seems to be a period of chaos exacerbated by a haunting ghost-memory of the old system, i.e. a hysteresis phenomenon.   Although we shall put this more formally later in the article, for the moment we can metaphorically identify this conflict situation as "chaotic hysteresis," a term that was initially applied to this phenomenon in a slightly different manner in Rosser (1991, Chap. 17) and was originally due to Abraham and Shaw (1987).

Originally (Cross, 1993; Ewing, 1881) the term hysteresis described the effect on a metal of a previous magnetization; it now means the effect of a previous stress on a body or system.  One can distinguish between ontological and epistemological hysteresis (Elster, 1976), with the former having the past directly influencing the present while the latter involves the past operating only through traces it leaves in the present.  Previous applications of the hysteresis concept in economics include the persistence of high unemployment in Europe (Cross, 1987), the persistence of trade deficits in the U.S. during the late 1980s despite dollar depreciation (Baldwin, 1988), and the patterns of long-run growth in Great Britain over the last 200 years (Setterflield, 1997). 

Kornai (1990) has noted the apparent paradox that the extreme cases of more or less pure command socialism and market capitalism, wherein there is an essential congruence between the coordination mechanism and the ownership system, appear to be more stable than the intermediate form of cooperative management with associative coordination.  The obvious example is the collapse of the former Yugoslavia, although that may have had more to do with ethnic conflicts than with the inherent nature of its economic system, as the relatively good political-economic performance of post-breakup Slovenia might suggest (Rosser & Rosser, 1996a).  Relatively stable mixed economies tend to tilt rather strongly in one direction or the other.  But the former CPEs, especially those with more deeply entrenched hysteresis or systemic memory, such as the former Soviet Union (FSU), have entered into this intermediate zone where they are neither fish nor fowl.  Indeed they do not even generally fit Kornai's description of this intermediate form.  Nevertheless their transitional condition subjects them to a heightened form of chaotic local instability in their functioning.  This instability shows up both in their erratic and stagflationary macroeconomic performances, as well as in the constant and rapid changes going on in the rules and structures of their actual economic systems.  One way or another they will become something else.

A great irony is that the more apparently stable a CPE has been for a longer time, such as the FSU, the more catastrophic is its collapse and the greater the chaos thereby following.  Control of business cycles and macroeconomic stability was long argued to be a great virtue of central planning.  But it is now understood that this stability was actually a stagnation associated with the absence of the Schumpeterian "creative destruction" of market capitalism, a phenomenon discussed in Rosser and Rosser (1997a).  Market systems tend to oscillate as they absorb new technologies in waves of investment, whereas CPEs tend to fall behind as they attempt to preserve full employment and output stability.  Indeed, the former socialist states exhibited high rates of static technical efficiency of various sorts aided by the ability to adapt well in a technologically stagnant environment (Danilin, Materov, & Lovell, 1985; Rosefielde, 1973; Whitesell, 1990), even if there was not efficiency of consumer choice.

This contrast can be compared to the idea in ecology (Holling, 1973) that there is a tradeoff between the stability and the resiliency of an ecosystem.  Low growth rate populations tend to great constancy over time but can catastrophically collapse in response to a sufficiently severe shock.  Higher growth rate species readily oscillate in response to environmental shocks, even chaotically sometimes, but generally the oscillations remain bounded thus exhibiting greater resilience. That chaotic dynamics in market economies may generate creative, systemic self-organization has been argued by Lavoie (1989), following Hayek (1948) and Nicolis and Prigogine (1977).  To carry the analogy even further, it may well be that an inappropriate hybrid of the two types will exhibit the worst characteristics of both---chaotic instability and also catastrophic non-resilience.

Following Rosser and Rosser (1994) we argue that a systemic crisis leading to transformation in a CPE is most likely to occur at critical points in the internal investment cycle.  With full central planning, investment fluctuations may occur but are not transmitted to the full economy as output or employment fluctuations (Goldmann, 1964; Kalecki, 1970).  As the economy decentralizes towards the market model the investment fluctuations explode into output fluctuations, their severity increasing with the degree of their former suppression.5 Hysteresis, or residual systemic memory, merely worsens this severity and increases the possibility of total collapse.

Thus an economy such as Hungary's which has already partially decentralized may be less susceptible to extreme fluctuations and collapse if it decentralizes further than is one that has done so less, such as that of the FSU.  Hysteretic memory is less strong in Hungary and the fluctuations that occur are less violent.  Thus Hungary may have a better chance of transforming more gradually, and appears to be succeeding in doing so.  Unreformed CPEs may be forced to adopt more radical "big bang" policies in order to pass through the chaotic transition with a minimum of catastrophic collapse.  Of course such radical approaches also have the danger of ending badly simply because their great rapidity makes it more difficult to properly plan, sequence, and coordinate the process of transformation.

     A TWO-STAGE ACCELERATOR MODEL OF SOCIALIST INVESTMENT CYCLES
Command socialist CPEs have been notable for their lack of output or employment cycles (Ickes, 1986).  This outcome was consistent with both the social-political goals of and the actual practices of the central planning process.  Of course it has been argued that the guaranteed full employment usually associated with the taut planning-excess aggregate demand version of this model, as practiced in the former Soviet bloc, contributed to the long-run stagnation of these systems through the "they-pretend-to-pay-us-and-we-pretend-to-work" syndrome (Granick, 1987).

This lack of any significant output fluctuations is associated with the absence of any multiplier effects in the supply-side determined output of the traditional CPEs, although some CPE growth rates showed some fluctuations (Bajt, 1971; Staller, 1964) with the FSU exhibiting some associated with the five-year planning cycle (Hutchings, 1969).  Nevertheless, despite this absence of multiplier effects and significant output cycles, CPEs have exhibited accelerator-driven investment cycles, most noticeably of a four to five year periodicity (Bajt, 1971); Bleaney (1991) found the most pronounced cycles in Poland, Hungary, and the former Czechoslovakia, and the least pronounced in Bulgaria and the FSU.

Bauer's (1978) four-phase version includes a "run up" when many investment projects are simultaneously started, a "rush" when resulting investment activity accelerates, a "halt" when fewer new projects are approved as internal consumption or external borrowing constraints are encountered, and a "slowdown" as investment subsequently declines, although with more projects being completed due to lessened competition from recently started ones.  Simonovits (1999a, 1991b) formalized this four-stage Bauer model, and Hommes, Nusse, and Simonovits (1995) showed possible chaotic dynamics for it.  Such behavior violates the idealized version of perfectly rational central planning, but the above authors and many others have long argued that in actually existing CPEs a bureaucratically driven "investment hunger" overwhelms any tendency to rationality on the part of the central planners.

Such investment cycles can be modeled using an analogue of the classic multiplier-accelerator model of Samuelson (1939).  This analogue is a two-stage accelerator model (Rosser & Rosser, 1994) which distinguishes investment in the consumption-goods sector from investment in the capital-goods sector, a "capital self-ordering" model. Forrester (1977) and Sterman (1985) have shown that such capital self-ordering models can generate long wave cycles about 50 years in length.  In our case the model is of the level of investment and the rate of investment growth.  The equivalent of the multiplier arises from a parameter relating investment in the consumption sector to past total investment and the equivalent of the accelerator (the "second stage accelerator" in our terminology) arises from a parameter relating investment in the capital-goods sector to the past rate of total investment growth.

That such relationships could be nonlinear in multiplier-accelerator models was argued by Hicks (1950) and Goodwin (1951).6  That nonlinear multiplier-accelerator models can generate chaotic dynamics was first proven rigorously by Gabisch (1984).  A cubic version of the model due to Puu (1990, 2000) can generate both a cycle and chaotic dynamics within that cycle.  This pattern can be labeled chaotic hysteresis.  

Our two-stage accelerator model of CPE investment cycles, equivalent to Puu's (1993) model, is given by

          It = ICt + IKt,                                                                                                                      (1)

          ICt = (1-v)It-1,                                                                                                                      (2)

          IKt = w(It-1 - It-2) - w(It-1 - It-2)3,                                                                                            (3)

with It = total investment in time t, ICt = investment in the consumption-goods sector in time t, and IKt = investment in the capital-goods sector in time t.  If we let zt = It - It-1, then the model reduces to

          It = It-1 + zt,                                                                                                                           (4)

          zt = w(zt-1 - zt-13) - vIt-1.                                                                                                          (5)

Letting v = .01 and w = 2 produces the chaotic hysteretic pattern depicted in Fig. 1, where the horizontal axis is I and the vertical axis is z.  The dynamic in this case is clockwise indicating that chaotic dynamics appear after discontinuous jumps and then disappear through sequences of period-halving bifurcations.  

___________________

Figure 1 about here

___________________

In general as v declines, large-amplitude long-period oscillations tend to appear, while as w increases, chaotic dynamics tend to appear.  A low v suggests that investment in consumer goods capital tracks recent aggregate investment that should hold to the extent consumption tracks investment reasonably closely.  A high w suggests overshooting behavior by planners in ordering investment in capital goods capital that could be associated with bureaucratic investment hunger. 

A central point is that the chance of major systemic change is likely to be greatest at the point of the discontinuous jump in the cycle.  But whether or not there is such a systemic transformation will depend on other factors, notably internal political conditions and also the nature of relations with the world economy (Collins & Rodrick, 1991; Rosser, 1990) as well as the presence of and susceptibility to external shocks (Rosser, 1993).

            DID THE FORMER SOVIET UNION FIT THE MODEL?
Rosser and Rosser (1994) argue that such a large-amplitude, long-period oscillation could represent long-wave CPE investment cycles, perhaps associated with large-scale investments of the Soviet "gigantomaniac" type.  It may be that such a forty year long wave is what we have witnessed in the former Soviet bloc during the post World War II era.  The late 1940’s exhibited a turbulent run up with the initiation of postwar reconstruction and the shift to high investment command socialism in the former Soviet bloc.  Another period of turbulence with a drop in the rate of growth of investment in the late 1960’s coincided with the systemic stresses of the partially realized reform movements in those economies.  A crash of capital investment has occurred subsequent to the complete systemic collapse and transformation deriving from the turbulence at the end of the 1980’s.

Although we have presented a model in the previous section that allows for truly chaotic dynamics in the mathematical sense of sensitive dependence on initial conditions, we shall not attempt to show that the turbulence of the Soviet bloc economies fits that definition.  We shall contend, however, that the chaos has been more likely of the metaphorical variety as argued by Hockuba (1993), although some indication of chaotic dynamics in construction growth data appears in the Soviet data.  In fact, although many theoretical models of chaotic economic dynamics have been developed, no one has shown definitively that any actual economic time series fits the criteria over any substantial length of time, despite a number of interesting suggestive possibilities, including in this paper.  The extent to which the Soviet data fit this model is considered more fully later in this paper.

                           THE MOVE TO MARKET SOCIALISM
Some of the CPEs sought the halfway house of market socialism in the late 1960's.  Kornai (1990) argues that the "third way" is inherently unstable and analyzes its foibles from soft budget constraints7 to the hypocritical recrudescence of indirect bureaucratic controls (Kornai, 1986a,b).  Nevertheless it may well prove to be the case that those that followed this path such as Hungary and China, and did not simply explode, like the former Yugoslavia, will make the final transformation to a predominantly market capitalist system more easily than those that did not so experiment.  Their nascent market structures provide a foundation for the emergence of the new system.

But as Kornai essentially argues, the third way may well end up combining the worst features of the two extreme models rather than the best, as hoped for.  Thus while continuing to be technologically stagnant because of soft budget constraints, the macroeconomy can begin to oscillate and cycle just as happens in regular market capitalism.  In terms of the model in the previous section, the multiplier effect appears as the degree of centralized control is reduced.  We can use as the simplest measure of the degree of centralized control the percentage of output for which price and production decisions are set by central planners, either officially or unofficially.

This means that under decentralization the investment fluctuations will become greater as investment can now oscillate in response to oscillating output through the standard accelerator effect as well as the second stage accelerator effect.  Output fluctuations replace bureaucratic investment hunger as the driving force of the investment fluctuations. 

Thus the genie of full-blown business cycles gets out of the bottle.  Thus the supposedly virtuous cleansing and reinvigorating effect of such cycles does not emerge.  The pressure mounts to either backslide as happened in Czechoslovakia in 1968, and may yet happen in various transition economies, or to move further in the direction of marketization and privatization.

            SYSTEMIC STAGNATION AND THE TECHNOLOGICAL GAP
It would seem that the impetus for transformation from socialism to capitalism on purely economic grounds stems largely from the perception of long-run stagnation of output growth under socialism relative to capitalism, although socio-political grounds may have been ultimately more important.  This is despite the generally higher rates of capital investment under socialism.  It is associated with a rising capital-output ratio under socialism relative to capitalism, a phenomenon labeled the technological gap.  This should not be confused  with
the gap discovered by Solow (1957) in the U.S. between the growth of factor inputs and the growth of output, a gap associated with a declining capital-output
ratio.

Ofer (1987, 1990) has documented several sources of this gap in the case of the FSU.  One is a pattern of "haste" in the investment process that emphasizes short-run growth with existing technology (extensive growth) rather than long-run growth with newer technologies (intensive growth).  Ofer argues that despite the rhetoric to the contrary, Soviet planners operated with very high internal discount rates associated with the desire for increased military production.

Another source is the general lack of incentives in the socialist planning process for productivity improvements.  The "ratchet effect" provides an actual disincentive as does the fear of failing to meet a production quota if a plant is shut down for retooling.  The ratchet effect arises from the perception in a CPE that next year's production quota will be raised above this year's by about the percent that this year's output rose.  Given that bonuses depend on meeting the quota, there is a strong incentive to avoid any extra output increases that would lead to excessive increases in future quotas.

Following directly from the latter point is the general failure to get rid of obsolete capital equipment.  Over time this failure causes the capital stock to have a lower relative average productivity, even if new capital investment embodies the cutting edge of global technology.  Of course an important factor in the reluctance to junk obsolete capital equipment was the commitment to full employment.

Yet another factor was the curious tendency for many investment projects to never be completed.  In later years such uncompleted projects approached becoming a majority of all such projects, at least in the FSU.

Finally there is the problem of misdirected investment due to the inefficient price structure.  Presumably over time, despite occasional adjustments, the price structure deviates further and further from an efficient market equilibrium pattern thus increasing the significance of this effect.  Of course as argued by Whitesell (1990) and others, this is not an inefficiency of input allocation.  Rather it is the inefficiency of the composition of final output with respect to consumer preferences.  Investment is sectorally misdirected, i.e., too many gun factories, not enough butter churns.

The accumulation of these effects can be given by

              T

      G(T) = (([D(t)]dt = Ym(t)/Km(t) - Ys(t)/Ks(t),                                                                          (6)

             t=0

where D = percent of output controlled by the central planner, Y = output, K = capital stock, and the m and s subscripts indicate market capitalism and command socialism respectively.  Furthermore,        

                    ( ([D(t)]/(D(t) > 0.                                                                                                    (7)

However, despite this deviation from efficient prices, Murrell (1991) and Stiglitz (1994) warn that relying on market price efficiency in the context of systemic transformation may be dangerous given the existence of extreme information asymmetries and incentive incompatibilities during this process.

            THE GAP, CHAOTIC HYSTERESIS, AND SYSTEMIC COLLAPSE
We now consider the process of transformation by examining a modified version of a cusp catastrophe model.  The equilibrium manifold of a cusp catastrophe model is diffeomorphic to 

               x3 + c1 + c2x = 0,                                                                                                              (8)

where x is a state variable and c1 and c2 are control variables (Zeeman, 1977, p. 27).  We allow the state variable to be the probability of systemic change, Pr(S), and the control variables to be z/I = c1 and G = c2.  This is depicted in Fig. 2.

____________________

Figure 2 about here

____________________

We see that at G = 0 we are dealing with a pure market economy that has always been so.  Such an economy can experience transformation as we have seen in the past and is more likely to do so in a declining state where investment is falling sharply.  As G increases a cusp point appears and overlapping sheets emerge allowing for a discontinuous change in the probability of transformation beyond just a sudden change in z/I.  The size of this potential discontinuity increases as does G.  The lower sheet reflects the extreme stability of an established CPE, especially one that is performing well in terms of growth.  The size of the gap reflects its lower resilience as it faces this possibility of jumping to a much more unstable state on the higher sheet.  The emergence of chaotic dynamics or more generalized turbulence can cause such a jump as z/I jumps around erratically. 

It is also clear that the greater is G, the larger can be the change that can occur when a system moves from socialism to capitalism, that is the bigger the bang that can occur when the system does change.  This tradeoff is represented by paths A and B in Fig. 2.  These might represent Russia and Hungary respectively.  Russia has had a bigger change in a shorter time than has Hungary because it has had farther to go.  Hungary has been able to move more gradually, as has China, because a foundation for a market economy has been established and the systemic gap was already narrowed.  The old system in Russia was more deeply entrenched and systemic hysteresis is much more real.  The starkness of the choices in the FSU can be seen by the desperate situation in Ukraine which has resisted significant economic reforms, despite almost certainly having jumped to a high probability state of transformation.

Of course there is yet a further problem with the economies making sudden big bang transformations.  With no institutional framework in place there has been a breakdown of economic coordination and a resulting collapse of output, with Rosser and Rosser (1997b) providing a model of macroeconomic collapse in transition due to coordination failures arising from such institutional collapse.  This reflects the failure of the system to function as a normal market economy as the drag of the hysteretic memory of the old system puts the economy into a dysfunctional limbo.  Much of the original optimism regarding big bang strategies drew on the experience in the 1940s of West Germany with its Wirtschaftswunder.  But it had the institutions of private property and a substantial market system already in place at that time, making the transition much easier.   

We should note that this hysteresis operates on all factors.  Labor carries the memory of the old system in its work habits and fears.  The capital stock carries its technological backwardness with it.  And even the land may carry the systemic memory if it has been ecologically damaged as has been the Aral Sea in the FSU.

In the case of the Soviet bloc countries this collapse was exacerbated by the simultaneous collapse of the CMEA trade network without any alternative emerging.  In the case of the FSU this was further aggravated by political dissolution and the resulting further disruptions to what had been internal trade, especially given its formerly highly centralized system focused on economies of scale.  The result has been the metaphoric chaos described by Hockuba (1993).

But out of chaos can come order.  Thus we see significant turnaround in Poland after having experienced deep decline during its “shock therapy” period immediately after 1989.  A gradual transition can also be achieved as the (so far) successful example of China illustrates.  Hungary avoided the depth of collapse of Russia or Poland, but it also has not turned around as dramatically as has Poland.  Although Poland and some others have succeeded in making “big bang” transitions, others have failed to do so due to mishandling the nature of the effort, although Poland has been slow to privatize state-owned enterprises and has retained a fairly generous social safety net.  Russia stands out as a case of mishandling the effort, and the recent problems in the Czech Republic show that a country that looks as if it has succeeded with such a big bang approach can fall into difficulties again. Clearly the variety of these cases warns us that specific institutional and historical details are ultimately crucial in the precise path that any transforming economy takes. 

HYPOTHESES

There were two hypotheses concerning the formal dynamics of the infrastructure investment patterns. One hypothesis centered on the cusp catastrophe model. If the annual changes in infrastructure investments were cusp-catastrophic, it should be possible to observe catastrophe flags in the data (Gilmore, 1981; Guastello, 1995). There should be two modes of local stability, diverging gradients, a bifurcation manifold, and cubic structure in the data; the bifurcation manifold should contain a variable that we can identify within the available data. 


An asymmetry variable, which governs the proximity of a control point to the point where sudden change occurs, would be valuable. Because the asymmetry variable is an additive term in the cusp catastrophe model, our ability to identify it does not terminally compromise the hypothesis concerning cusp structure. Nonetheless, a simulation study did show that approximately half of the statistical variance that could be accounted for by a cusp catastrophe model was associated with the clarity of the control variables that were identified (Guastello, 1992).


The second hypothesis concerning dynamical structure was that the temporal structure in infrastructure investment was chaotic. If the chaos was associated with a chaotic attractor, we would observe a single attractor state, with no systematic gradients or bifurcation effect. If the chaos was not originated from a chaotic attractor, one might observe a fixed point attractor with a bifurcation variable. The bifurcation variable would be responsible for pushing a control point out of the attractor basin temporarily; changes in the order parameter in and out of the attractor basin would be coupled with changes in the value of the bifurcation variable. 


It is also noteworthy that the formal cusp, and other catastrophe models, assume fixed point attractors in places where “stable equilibria” are supposed to exist. It is possible that the dynamical field might actually consist of chaotic attractors with a cusp catastrophe dynamic explaining the mobility of points between the two attractors, as shown in  Fig. 1. 

ANALYTIC METHOD
Data

Data for the analysis consisted of the time series shown in Figs. 3 and 4 and are also presented in tabular form in Rosser and Rosser (1997a). All data entries were first-order differences; those first-order differences correspond to the raw observations, yi as defined below. There were two order parameters (dependent measures) in the analysis: the annual growth rate of total investment and the annual growth rate in construction activity. 


The available data for the years 1940-48 were averaged values; figures were individual intervening years were not available. It was not possible to determine how much variability during those years was covered up by the averages. Thus, the values that appear in Fig. 3 for 1940-47 were not used.  The entry for 1948 was used as a starting point for the regression analyses. Values for years after 1991 are aggregates of the figures for the now independent republics.


Data for 1944-50 are from Bergson (1961, p. 381). Data for 1951-60 are from Desai, (1987, p. 8). Data for 1961-87 for both total capital investment and construction are from Kellogg (1990, p. 113 and 110, respectively). Data for 1988-89 are from Noren and Kutzweg (1993, p. 27). Data for 1990-93 are from Valtukh (1994, p. 17). We further note that total investment figures exclude investment in livestock.  Thus, we warn that there is considerable splicing of different data sources over this time series with some minor discrepancies apparently existing across these sources.  But, as is well known, Soviet data on these variables is notorious for various unavoidable difficulties.

_________________________

Figures 3 & 4 about here

__________________________


The patterns in this data show total capital investment accelerating in the late 1940s, but in a somewhat erratic manner.  After a deceleration in the early 1950s, a local peak in the mid-to-late 1950s was reached of just above a 10% growth rate.  Then the growth of capital investment gradually declined except for a period of acceleration in the early 1970s following the cutback of the Kosygin reforms.  The decline began again after the mid-1970s and after 1987 took on a dramatic and turbulent character correlating with the serious move towards systemic transformation.


Available Soviet data does not permit a breakout of either capital investment in capital goods or of infrastructure investment, per se.  However, presumably some of both are contained in the construction data.  That series shows much greater short-run cyclicity than does overall investment.  Corresponding to the findings of Hutchings (1969) and the general predictions of the Bauer (1978) model, we see an approximate five year cycle, although with a tendency to a long-term downward trend.  Local high point years include 1961, 1965, 1970, 1972, 1978, and 1982.  The generally low period of the mid-1960s coincides with the reform deceleration.  After the 1982 high point there is a much sharper decline than for total investment to the endpoint of our series in 1987. 
Nonlinear Modeling

The following nonlinear regression strategy was applied to each order parameter. Time lags were test at intervals of one year and five years. One year is a realistic lag because most budget structures in the world are based on annual revenues and events. The five-year interval was tested in light of the Soviet proclivity to develop five-year economic plans.


Dynamical structures were tested using the method of  structural equations. The simplest structural model would test for the presence or absence of chaos; in so doing it would be possible to obtain a Lyapunov exponent, which in turn becomes a measure of dimension:


z2 = ae(bz1) + c,








(9)

where zi is the order parameter taken at two consecutive points in time, and a, b, and c are nonlinear regression weights. Weights a, and c, are non-essential terms which soak up some variance. Weight b is the Lyapunov exponent, which is much more important structurally than the other two regression weights. The values that are designated as zi are the raw observations, yi, corrected for location, (, and scale (s (Guastello, 1995). The location parameter for this problem was set at the lowest observed value of the order parameter. The scale parameter was set equal to the observed standard deviation of y:


zi = (yi - ()/ (s.








(10)

The dimensionality of the system is calculated as


DL = eb.









(11)


The next least complex model in the series would test for the presence of a bifurcation effect. 

z2 = az1e(bz1) + c.








(12)

In Eq. 12 the regression parameter a acts as an adjustment for z1; thus it is more important to include it here than in Eq. 9 . Regression parameter b is still the Lyapunov exponent. The constant c, is as useful or dispensable as it was in Eq. 9.  


The calculation of dimension from Eq. 12 is:


DL = eb + 1.









(13)


The completion of the statistical analysis includes significance tests on the nonlinear regression weights. Significance is determined by a 95% confidence interval around the estimated parameter; if that interval does not include 0, then the alternative hypothesis that the weight is non-zero is adopted. If b is a positive value, then the system is chaotic. If b is a negative value, then some other dynamic, usually a fixed point attractor, is involved. 


In the event that one or more nonlinear regression weights is not significantly different from zero, the analysis progresses by dropping non-essential parameters, which would be a and c in Eq. 9, and c in Eq. 12.


R2 coefficients for the nonlinear models were compared against comparable linear structures. A simple autoregressive model was used as the linear comparison model:


z2 = az1 + c.









(14)
This final comparison determines whether the nonlinear explanation for the data is more accurate than the linear default interpretation. Thus, if all statistical winds are favorable, the R2 for the nonlinear model should exceed that obtained for the linear model, statistical significance would be obtained for parameter b and other parameters that were retained in the mode, and the results should indicate interpretable qualitative dynamics.

RESULTS
Frequency Distributions

A visual inspection of the time series plot for capitalization in Fig. 3 indicates only one region of local stability for the years 1949-1987, although there is a gradual decline in the capital investment growth rate during those years. This interval would correspond to the manifold bridge between the two chaotic attractors in Fig. 1. The apparent instability for the years 1940-50 and 1988-93 would correspond to the chaotic attractor regions designated in Fig. 1.


Figure 5 is a frequency distribution of investment growth values; it does not include the averaged values from 1940-47. It is sharply leptokurtic, which is a symptom of a single attractor.

___________________________

Figure 5 about here

___________________________


A visual inspection of the time series plot for construction investment in Fig 4 suggests a substantial volatility throughout the 1961-87 period; this observation is different from that observed for investment growth during the same period. The frequency distribution for the construction growth rate observations in Fig. 6 indicates the presence of an attractor in the range of 8.0%-11.9% increases in expenditures. There is another zone of points in the range between 0%-7.9%, but it is flat. This cluster may be indicative of an unstable region, inasmuch as the distribution of random numbers is square. There is no apparent statistical antimode (or separatrix) between the low-percentage cluster and the attractor, which is an earmark of a cusp catastrophe distribution.

__________________________

Figure 6 about here

__________________________

One-Year Lags


The nonlinear regression models for investment growth and construction growth both resolved to the same structure. Both economic indicators were expressed as exponential functions containing an unknown bifurcation factor. Both Lyapunov exponents were negative.


The final regression model for capitalization was:


z2 = 1.465z1e(-0.091z1)







(15)

where z is change in investment growth. Statistical tests showed a significant weight for a, but not for b. Overall R2 was .40. DL for the time series was 1.91. The structure indicated that the function consisted of two variables, one of which was the investment growth itself. The other variable would be the bifurcation variable, which would be responsible for the oscillations at the end of the time series. The nature of the bifurcation variable is not currently known within the data set. 


The R2 for the linear comparison model for investment growth was .38 (p < .001). This result indicated a strong presence of the linear effect. The comparison of R2 coefficients favored the nonlinear conclusion, also it should be noted that the 2% advantage in percentage of variance accounted for was not supported by the statistical test on parameter b.

The final regression model for construction growth was:


z2 = 1.754z1e(-0.275z1)







(16)

where z is change in construction growth. Statistical tests showed a significant weight for both a and b. Overall R2 was .43. DL for the time series was 1.76. The structure indicated that the function consisted of two variables. One of the variables was the change in construction growth itself; its negative exponent indicated that it tended toward a fixed point. The other variable would be the bifurcation variable, which would be responsible for the oscillations throughout the time series. The nature of the bifurcation variable is not currently known within the data set. 


The R2 for the linear comparison model for construction growth was .37 (p < .001). This result indicated a strong presence of the linear effect. The comparison of R2 coefficients favored the nonlinear conclusion, also it should be noted that the 6% advantage in percentage of variance accounted for was supported, furthermore, by the statistical test on parameter b.
Five Year Lags


The same series of regression models were tested again using lag lengths of five years. This time the final regression model for investment was:


z2 = 14.159z1e(-0.167z1) - 25.73.






(17)

Statistical tests showed significant weights for all three regression parameters. Overall R2 was .25. DL for the time series was 1.84.  The negative exponent indicated that the changes in investment growth tended toward a fixed point. The bifurcation effect was clearer in this analysis. 


The R2 for the linear comparison model for investment growth was .07; its regression weight was not statistically significant.  The comparison of R2 coefficients favored the nonlinear conclusion; the 18% advantage in percentage of variance accounted for was supported, furthermore by the statistical tests on the nonlinear regression weights. 


The final regression model for change in construction growth was a one-parameter model:


z2 = e(0.238z1) .








(18)

Statistical tests showed significant weights for all three regression parameters. Overall R2 was .09. DL for the time series was 1.26.  The positive exponent indicated that the changes in construction growth were chaotic throughout the time series. 


The R2 for the linear comparison model for capitalization was .10; its regression weight was not statistically significant.  Although the comparison of R2 coefficients favored the linear conclusion; its 1% advantage in percentage of variance accounted for was undermined by the statistical tests on the regression weights, which favored the nonlinear model.

DISCUSSION


The visual display for the investment growth data in Fig. 3 appeared to the support the dynamics indicated in Fig. 1. The frequency distribution in Fig. 5, however, indicated the presence of a fixed point only. Unfortunately, the unavailability of data that were not averaged prevented a statistical analysis of the unstable behavior in the early years of the time series; it was possible to study the main series and the apparent instability in the more recent years, however. 


The visual displays for construction growth data in Figs. 4 and 6 indicated that different dynamics were occurring in the two economic indicators during 1961-87. The time interval for the construction data did not extend to the same years in which the instability in the capitalization data were observed.


The statistical analyses for investment growth data indicated that its trends were understood better from the one-year perspective than from the five-year perspective. From the five-year perspective it was possible to obtain a crisp nonlinear model containing a negative exponent and a bifurcation effect. Both dynamical attributes were expected from the theory, as it was depicted in Figs. 1 and 3.


The statistical analyses for construction growth data indicated that different dynamics were occurring at the one-year and five-year intervals. The five-year dynamic indicated that the time series was chaotic; thus there was support for the hypothesis of chaotic fluctuation. The one-year dynamic indicated the presence of a fixed point with a bifurcation effect. At this time we can only speculate that long range plans can produce a fractal, or multifractal, effect when we compare the global (long-range) trends with the local (short-term) trends. Further research on a variety of policy types and structures would be needed to support such a conclusion.


The support for the global cusp catastrophe effect was not complete. On the one hand, the combination of a fixed point attractor with a bifurcation factor are part of the cusp model. On the other hand we did not identify a second stable state in either the investment or construction data, nor did we obtain a dimensionality in the neighborhood of 3.0. 


Finally, we observe that the longer and more deeply entrenched has been a command socialist system, generally the harder it is to transform it.  The technological gap is greater thereby meaning a greater threat of mass shutdowns and layoffs in a big bang leap.  However, partial measures can lead to chaos as the hysteretic memory holds the system in a limbo of uncertainty.  Furthermore, resistance to any change merely deepens the stagnation as the gap continues to widen, as can be seen in the ongoing case of North Korea.


Those systems moving earlier to an intermediate form may have experienced greater macroeconomic fluctuations as the central planners' control of output and investment was relaxed.  On the other hand, those which have succeeded in keeping the fluctuations reasonably bounded, that is have shown resilience, are in good positions to make the full transition successfully, and in some cases have arguably already done so.  The nations that have the greatest such gaps may find it necessary to attempt a big bang or shock therapy approach, at least for certain parts of their economic systems.  As the contrasting examples of Poland and Russia show, however, such an approach can either be quite successful or an abysmal failure.      
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5.  Winiecki (1991) argues that the decline in output is inevitable but unimportant in that much of it is of "nonexistent output" unwanted by consumers.  But the employment effects are still devastating unless followed by a rapid employment increase in the new private sector.  This pattern of decline followed by increase is the "J-curve" effect (Brada and King, 1992).  Rosser and Rosser 1996b, 1998) hypothesize the possibility of chaotic and other complex dynamics in the upturn phase of the labor market.

6.  In studying the Goodwin (1951) nonlinear accelerator model, it appears that Strotz, McAnulty, and Naines (1953) first generated chaotic dynamics in an economic model, although they did not understand the significance of what they had discovered at the time.

7.  State-owned firms that can expect subsidies and bailouts face a "soft budget constraint" and can thus be inefficient without fear of bankruptcy or closure.  In some market socialist economies such firms accumulated large foreign debts to purchase imported inputs, with the subsidization of such debts becoming the basis for inflationary monetary expansion in such countries as Yugoslavia, Hungary, and Poland.  Of course some privately owned firms in market capitalist economies may also be able to obtain subsidies from the state or other guarantees against bankruptcy if they are perceived as "too big to fail," and thus effectively also face soft budget constraints.
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FIGURE CAPTIONS

Fig.1. A configuration of two globally stable states with a bifurcation manifold connecting them and an internal bifurcation mechanism within each of them.

Fig. 2. A cusp catastrophe manifold explains large and small discontinuous changes. State variables, are designated as Pr(S), the bifurcation variable as G, and the asymmetry variable as z/I. 

Fig. 3. Time series for changes in capitalization. Data for 1940-44 and 1944-48 are annual averages.

Fig. 4. Time series for changes in construction investment.

Fig. 5. Frequency distribution of points for changes in capitalization, not including averaged years 1940-47.

Fig. 6. Frequency distribution of points for changes in construction investment.

