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Does the problem involve a sample?


Proportion or mean?


Yes


Proportion


nπ > 5 and 
n(1-π) > 5?


No


Must approach as a binomial.  


Yes


p distribution well approximated by normal.  Mean = π, 
σp = SQRT(π(1-π)/n)


Mean


Population normal or sample size > 100?


No


Yes


Sample > 30 and population not too skewed?


Yes


No


Nonparametric methods (beyond COB 191)


No


Discrete or continuous?


Discrete


Continuous


normal 
mean = μ 
std dev = σ


exponential


uniform


other


Draw picture with mean, std dev, cutoff(s), area(s)


“Ski slope”, memoryless.  
l = 1/(ave time)

cum = expondist


cum = given


All values on [a,b] equally likely.

cum = (k-a)/b-a)


x-bar distribution well approximated by normal.  Mean = μ, σx-bar = σ/√n


Probability = area
< and <= same, > and >= same, 
P(x = k) = 0, P(x < k) = cum(k), 
P(x > k) = 1 – cum(k), 
P(k1 < x < k2) = cum(k2) - cum(k1)


Convert to z picture.
(obs) →
(obs – mean)/(std dev), areas stay same


What are you to find?


cutoff(s)


probability


cum = normsdist


z cutoff, c:
c = normsinv(A), where A is total area to left of cutoff


x cutoff, k:
k = (mean) + (std dev) c


Counting “successes”?


No


Yes


Neither Poisson nor binomial


Fixed number of trials?


No


Yes


Trials independent with equal chance of success?


Yes


No


Binomial.  
Mean = np, 
std dev = SQRT(np(1-p))

cum = binomdist


Neither Poisson nor binomial


Probability = bar height
For integer discrete, < k is < k-1, >k is > k+1
P(x = k) not always 0, P(x < k) = cum(k)
P(x > k) = 1 - cum(k-1),
P(k1 < x < k2) = cum(k2) - cum(k1-1)


Average “success rate” given?


Yes


No


Neither Poisson nor binomial


“Interval” of tiny 
pieces, each with same (and independent) chance of success?


No


Yes


Poisson.
Mean = l, std dev = √l

cum= poisson
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