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DO NOT TURN TO THE NEXT PAGE UNTIL YOU ARE INSTRUCTED TO DO SO!

The following exam consists of 26 questions, each worth 3.85 points.  You will have 75 minutes complete the test.  This means that you have on average just under 3 minutes per question.

1.  Record your answer to each question on the scantron sheet provided.  You are welcome to write on this exam, but your scantron will record your graded answer.

2.  Read carefully, and check your answers.  Don’t let yourself write nonsense.

3.  Keep your eyes on your own paper.  If you believe that someone sitting near you is cheating, raise your hand and quietly inform me of this.  I'll keep an eye peeled, and your anonymity will be respected.  

4.  If any question seems unclear or ambiguous to you, raise your hand, and I will attempt to clarify it.

5.  Be sure your correctly record your student number on your scantron, and blacken in the corresponding digits.  Failure to do so will cost you 10 points on this exam!

Pledge:  On my honor as a JMU student, I pledge that I have neither given nor received

  unauthorized assistance on this examination.  






Signature ______________________________________        

Section A:  General Issues

1. In choosing a 5% level of significance for a hypothesis test, a researcher is saying that

a) she is 95% confident that her null hypothesis is correct

b) there is a 95% chance that the hypothesized population parameter will fall within the nonrejection region

c) she is willing to reject a true null hypothesis 5% of the time

d) she is willing to fail to reject a true null hypothesis 5% of the time

e) she is willing to draw the wrong conclusion in her test 5% of the time

2. Which of the following statements is always true about a confidence interval built for the mean?  

a) ( is in the interval

b)   eq \o(\s\up7(\d\fo2()(),x) is in the interval

c) the margin of error is z* ( (  eq \o(\s\up4(\d\fo2()(),x)
d) the value of (  eq \o(\s\up4(\d\fo2()(),x) is computed from the known values of ( and n

e) all of these statements (a through d) are always true

3. If a researcher felt it was a very bad idea to incorrectly reject the null hypothesis, he would probably address this concern by

a) choosing a high value for alpha

b) choosing a low value for alpha

c) choosing alpha as close to beta as possible

d) setting alpha equal to 1 – c, where c is the desired confidence level

e) setting alpha equal to c, where c is the desired confidence level

4. I have collected a set of data and use it to construct a confidence interval for the fraction of adult Americans who are incapable of reading the front page of the Washington Post.  I am unhappy with the result, since the interval is wider than I would like it to be.   How can  I obtain a narrower confidence interval?

I. Raise the confidence level.

II. Increase my sample size.

III. Increase the population size.

a)  I only
b)  II only
c)  I and II only       d)  I and III only
       e)  II and III only 

5. I take a random sample of thirty US houses and use it to construct the 90% confidence interval for the mean number of bedrooms in a US house.  The interval runs from 2.6 to 4.1.  Which of the following can I correctly conclude? 

a)  90% of US homes have 3 or 4 bedrooms.

b)  90% of the homes in my random sample had 3 or 4 bedrooms.

c)  the average number of bedrooms in my random sample is 90% likely to be  between 2.6 and 4.1

d) 90% of all 30 house samples of US homes will have the mean number of bedrooms in the sample fall between 2.6 and 4.1.

e) none of these statements (a through d) are correct

The remainder of the test deals with the scenario appearing on the last page of this exam.  Please read that page carefully before beginning to answer these questions.
Section B:  Amy’s Research

The kind of before/after testing involved in this project relies heavily on the ability to create exams that are of consistent difficulty.  The project team believes that Test 1 and Test 2 are of the same mean difficulty as a similar test given to all 6th grade students in the country in 1998.  The nationwide average on that exam was 13.0, with a standard deviation of 4.50.  Amy’s research focus is on Test 1.  She wishes to test the null hypothesis that the average score of the (untrained) population on Test 1 would be 13.0 points.  She is not making any hypotheses about the standard deviation of Test 1.

6.  Which type of hypothesis test should Amy conduct?

a) One mean hypothesis test

b) One proportion hypothesis test

c) Difference of two means hypothesis test (equal variances assumed)

d) Difference of two means hypothesis test (equal variances not assumed)

e) Difference of two proportions hypothesis test

7. Which of the following best characterizes Amy’s test and decision rule? 

a) one tailed, reject null hypothesis only if sample statistic is too high.

b) one tailed, reject null hypothesis only if sample statistic is too low.

c) one tailed, accept null hypothesis if sample statistic is too high. 

d) two tailed, reject null hypothesis if sample statistic is either too high or too low.

e) two tailed, reject null hypothesis if population parameter is outside the non-rejection region.  

8. Given the testing results described in the scenario on the last page of this test, what would be the largest sensible choice of sample size for this hypothesis test?

a)  50
b)   100
c)  150

d)  200

e)  350

9. Given the information provided, what value should Amy choose for (?

a)  0
b)  0.025
c)    0.05
d)  0.10
e)  cannot be determined 

10. In conducting this test, the value of (
a) is assumed to be 4.5

b) is estimated by s/  eq \r(n)
c) is estimated by   eq \r(p(1-p)/n)
d) is estimated by s

e) is assumed to be the same for all students

11. One way to answer Amy’s question is to determine critical cutoff value(s) for the sample statistic.  In this problem, those cutoff values would be based on a

a) normal distribution



b) t distribution


c) ( distribution


d) ( distribution


e) ( distribution

12. One way to answer Amy’s question is to determine the nonrejection region for the average test score.  When tested in this way, the nonrejection region reported by Excel as 12.268 to 13.732.  The conclusion of Amy’s hypothesis test should therefore be:

a) the average score obtained by the students who actually took Test 1 is 13.0.

b) the average score obtained by the students who actually took Test 1 is not 13.0.

c) there is insufficient information to determine if the average score obtained by the students who actually took Test 1 is 13.0 or if it is some different value.

d) the sample provides compelling evidence that, if the entire population took Test 1, the average would be different from 13.0.

e) the sample provides no compelling evidence that, if the entire population took Test 1, the average would be different from 13.0.

13.  In light of the previous answer, we know that the P-value for Amy’s sample statistic must be (choose the best answer)

a) less than 0.05

b) greater than 0.05

c) less than 0.10

d) greater than 0.10

e) less than 0.025

14. In the description of this problem, you have been given all of the information that Amy uses to conduct her test.  Her first step is to verify that her test is justified.  It is, because the information assures Amy that

a) the scores on Test 1 are normally distributed.

b) the sample size for Test 1 is sufficiently large.

c) there are at least 5 successes and 5 failures among the students taking Test 1.

d) she may assume that the standard deviations for Test 1 and Test 2 are equal.

e) the same children took both Test 1 and Test 2. 

Section B:  Brad’s Research

The second researcher, Brad, is interested in the question how much average student performance changed between from the pre-training test (Test 1) and the post-training test (Test 2).  For each student in Group T, he computes the student’s improvement m, defined as 

m  = (score on Test 2) – (score on Test 1)

Because he suspects that (on average) training improves scores, he chooses a null hypothesis concerning the values of m whose rejection would support that conclusion.

Brad knows that Group T students averaged 12.7 points on Test 1 (with a standard deviation of 5.0) and 13.1 points on Test 2 (with a standard deviation of 2.0).  On average, then, students in Group T improved an average of 0.4 points from Test 1 to Test 2.  He also computes the standard deviation of m to be 2.3 for the Group T students.

15. In using all of the data from Group T, Brad is actually working with samples from two different populations:  Test 1 (before training) and Test 2 (after training).  The best test to use for this work is

a) test of one population mean, generated from paired differences.

b) difference of two population means, variances assumed equal.

c) difference of two population means, variances assumed unequal.

d) test of one population proportion, generated from paired differences.

e) difference of two population proportions.

16. Recall Brad’s intent in choosing a null hypothesis.  Let   eq \o(\s\up7(\d\fo2()(),m) be the average value of m in Brad’s sample.  Brad’s null hypothesis should be

a)  (m < 0
b)  (m > 0
c)    eq \o(\s\up7(\d\fo2()(),m) < 0
d)    eq \o(\s\up7(\d\fo2()(),m) > 0
e)    eq \o(\s\up7(\d\fo2()(),m) = 0

17. The P-value for Brad’s test is about 0.017.  This means that

a) Brad is 95% confident that (m < 0.017.

b) Brad is 95% confident that (m > 0.017.

c) Brad should conclude that over 98% of Group T students has Test 2 scores that were higher than their Test 1 scores.

d) Brad should conclude that, if the entire population took Test 1, then received the training, then took Test 2, their average on Test 2 would be higher than their average on Test 1

e) Brad should fail to reject the null hypothesis.

Section C:  Ellie’s Research

Ellie knows that Brad is looking at how Group T did on the two tests.  She realizes, though, that an improvement in scores on Test 2 might be due to a difference in the inherent difficulty of the two tests, rather than to the training sessions.  She therefore adopts a different approach.  She will look at the results for Test 2 only, comparing how Group T and Group NT perform.  Since the groups were formed by randomly assigning the 200 students into Group T and Group NT, significant differences in performance between the two groups should be due to the training.  Her null hypothesis is

The average test score of the (trained) population on Test 2 would be the same as the average test score of the (untrained) population on Test 2.

The appropriate test is an hypothesis test for the difference of two population means.  Throughout this section, we will assume that the trained population is taken as population 1, and the untrained population is taken as population 2.  A portion of my template for this kind of test appears below.  I’ve replaced the numeric inputs and numeric output cells with labels, so that we can refer to these cells in the questions that follow.  

	hypothesized mean, difference, :         
	PARAM1
	

	level of significance, 
	SIGNIF
	two tailed test, so I'm ignoring

	number of tails in test:                                
	TAILNUM
	         this cell >>>
	TAIL?

	equal variances assumed? (1=yes, 2 = no)
	INFO1
	 

	sample 1 mean, x1-bar
	STAT1
	 

	sample 1 standard deviation, s1
	S1
	 

	sample 1 size, n1
	N1
	 

	sample 2 mean, x2-bar
	STAT2
	 

	sample 2 standard deviation, s2
	S2
	 

	sample 2 size, n2
	N2
	 

	null hypothesis
	

	difference in sample means, x1-bar - x2-bar:
	STAT3
	=x1-bar - x2-bar                       

	estimated pooled standard deviation, sp
	POOLED
	                                    

	standard error (unpooled):                         
	UNPOOLED
	 

	deg. of freedom for samp. dist., df:
	DF1
	 

	critical t value for nonrejection:                      
	CRITVAL
	=TINV(2/# of tails, df)                   

	margin of error, MOE:                           
	MOE1
	=std err x crit t                      

	lower limit for nonrejection region*:                   
	NRRLOW
	=mu1 - mu2 - MOE*                        

	upper limit for nonrejection region*:                            
	NRRHIGH
	=mu1 -mu2 +  MOE*                      

	lower limit of 1- confidence interval:
	CILOW
	=x1-bar - x2-bar - MOE               

	upper limit of 1- confidence interval:
	CIHIGH
	=x1-bar - x2-bar + MOE                

	t score of difference of sample means:        
	CRITSCORE
	=((x1-bar -x2-bar) - (mu1 - mu2))/std err             

	P value of difference of sample means:                       
	PVAL
	=TDIST(ABS(sample t),df,# tails)


18. The value which belongs in the cell marked PARAM1 should be

a)  -0.5

b)  -0.1

c)  0

d)  0.1         e)  0.5  

19. Which of the following results would lead Ellie to reject her null hypothesis?  (All capitalized labels refer to the corresponding cell in the spreadsheet on the previous page.  You may assume that all six of these quantities are positive.)

I. CRITVAL is greater than CRITSCORE

II. STAT3 is greater than NRRHIGH

III. PVAL is greater than SIGNIF

a)  I only 
b)  II only 
c)  III only
d)  II and III only
e)  I, II and III

20. Ellie’s P-value for this two-tailed test is about 0.144.  It the test had been one-tailed instead (with rejection in the upper tail), then the one-tailed P-value would have been about

a)  0.072

b)  0.12
c)  0.144
d)  0.288
e)  1.144

Section D:  Carrie’s Research

Carrie wants to try to estimate the fraction of the population that would benefit from the training.  To this end, she uses Group T  for her data, learning that  90 out of the 150 students in that group did better on Test 2 than they did on Test 1.  This (along with the fact that the critical z value for 95% confidence is 1.96) is all that is required to build the confidence interval.  The interval will estimate the fraction of the total population that would do better on Test 2 (after training) than they did on Test 1 (before training).  

Construct the appropriate confidence interval using the space below.  It won’t be graded, but you’ll be asked questions about your result on the next page.  

21. Carrie uses the z statistic because

a) ( is known

b) ( is unknown

c) ( is very close to zero

d) ( is known

e) she is constructing a confidence interval for a proportion

22. The value of the standard error for the confidence interval is

a)  0.0016
b)  0.0033
c)0.0400
d)  0.0408
e)  0.2400
  

23. The margin of error can be found by multiplying the answer to question 22 by

a)  0.4

b)  0.6

c)  0.95
d)  1.96
e)    eq \r(150)
24. The confidence interval has the form B +  MOE, where MOE is the margin of error, and B is the appropriate number.  In the current problem, the appropriate value of B is

a)  0
b)  0.4

c)  0.5

d)  0.6

e) 0.95

25.  The assumption(s) required for Carrie’s test are met, because

a) at least five children in Group T took each of the tests

b) at least five children in Group T improved their scores on Test 2 while at least five other Group T children did not

c) there are at least 30 children in Group T

d) there are at least 30 children in Group NT

e) the population is normal

Section E:  More General Issues

You have taken a simple random sample of size 100 and found its mean to be 26 and its standard deviation to be 2.4.  The population itself has 1,000,000 members.  You are building the 99% confidence interval for the population mean. 

26.  The critical value for this work could be found in Excel by the command

a) =NORMSINV(0.995)

b) =NORMSINV(0.005)

c) =TINV(0.005,99)

d) =TINV(0.01, 99)

e) =TINV(0.02, 99)

Evaluating a Reading Comprehension Training Program for Sixth Graders  

(Read carefully!  Sections B, C, and D of this test are based on this scenario.)

In January of 1999, 200 sixth graders were randomly selected from the target population of all 6th grade students attending public school in the US at that time. These 200 students were given a reading comprehension test called Test 1.  Test 1 consists of 20 questions with each question being worth one point.  After the exam, the students were randomly divided into two groups:  Group T (consisting of 150 students) and Group NT (consisting of the remaining 50 students).  During the following week of school, the students in Group T (“training”) spent an hour each day in a reading comprehension training program.  The students in Group NT (“no training”) followed their normal course work.  At the end of the week, all 200 students were given another exam, Test 2.  Although Test 2 differs from Test 1, it has the same form:  a 20 question reading comprehension test in which each question is worth one point.  Some summary results of the individual student data collected are shown below.

	TEST 1 RESULTS

	Group
	Size
	Mean Score on Test 1
	Standard Deviation on Test 1

	T (“training”)
	150
	12.7
	5.0

	NT (“no training”)
	50
	12.3
	5.9

	Combined (both groups)
	200
	12.6
	5.25


	TEST 2 RESULTS

	Group
	Size
	Mean Score on Test 2
	Standard Deviation on Test 2

	T (“training”)
	150
	13.1
	2.0

	NT (“no training”)
	50
	12.6
	2.1


Note that the population of all US public school 6th graders really represents two different populations.  Group T is a sample from the (hypothetical) population in which all 6th graders took Test 1, received the training, and then took Test 2.  Group NT is a sample from the untrained population, which is the current reality.

This 191 exam deals with the work of four different researchers:  Amy, Brad, Ellie, and Carrie.  Each section of the exam deals with the work of a different researcher.  Treat each section independently from the other.  That is, when working in the “Brad” section, you may pretend that the other three researchers do not even exist.

All researchers on this test have decided to use

a 0.05 level of significance for all of their investigations.

If you wish, you may remove this sheet from your exam for ease of reference.  Return all sheets at the end of the exam period.

Answers:

1. c

2. b.  c is wrong because it might be t*, not z*.  d is wrong because ( might not be known.

3. b.  c is wrong because there is not just one value for beta, among other things.  d has nothing to do with the problem, and e is wrong.

4. b.  Raising the confidence level would widen the interval.  Increasing the population size would have no effect on the MOE unless the finite population multiplier were used in the calculation.  If it were, it would slightly widen the confidence interval.  You’re not responsible for the finite population multiplier.

5. e.  The correct interpretation is that the process by which we generated this interval is 90% likely to generate an interval including the true population mean—the actual average number of bedrooms in all US houses.  Another way to say this is that we’re 90% confident that the population mean is in the interval 2.6 to 4.1.  a is a common misinterpretation of the interval, but it isn’t even about the mean!  b and c are about the sample, and confidence intervals are always estimating a population parameter.  d is also wrong—it would be true that 90% of all confidence intervals from 30 house samples would contain the population mean, but that’s not what d says.

6. a.  b is wrong because this is about the mean.  c, d, and e are wrong because we are dealing with only one population (the untrained population on Test 1).  The null is H0:  ( = 13

7. d.  a, b, and c are wrong since the null hypothesis is an equality, so we’ll reject it if the sample mean is too low or too high.  e is wrong because we reject if the sample statistic is outside the NRR.  The hypothesized population parameter will always be in the NRR—we use it to build the NRR!

8. We want  untrained people who took Test 1.  At the time that they took it, all 200 students were untrained.  The answer is d.

9. ( is the probability of making a type 1 error, and is called the level of significance.  This is given in the problem as 0.05.  The answer is c.

10. d.  Answer b is wrong because this is our estimate for sigma-x-bar, not sigma.  C is wrong for two reasons—this isn’t a proportion problem, and the formula gives a value for sigma-sub-p-sub-s.  e is just silly—individual scores don’t have a standard deviation.  Recall that the only reason we ever care about a sample statistic is to draw some conclusions about the population.

11. b, since  ( is unknown.  a would be right if ( were known.  c and d are nonsense answers, and we’ve never studied the beta distribution.

12. e.  a is silly, since the average for those students was 12.6.  b is correct in saying that the average wasn’t 13, but this is not the conclusion of the hypothesis test.  c is close, but the statement isn’t about the sample—the conclusion of a hypothesis test always deals with a population parameter or the population itself.  d is a possible conclusion, and would be right if the NRR did not include 13…but it does.

13. Since we didn’t reject, P must be greater than (; that is, at least 0.05.  The answer is thus b.  (Note:  you can say “reject if P < (” or “reject if P < (”.  Since we’re dealing with a continuous variable, the results are equivalent.)

14. b.  The sample needs to be at least 30 or so, provided that the population isn’t too heavily skewed.  If it is strongly skewed, a limit of at least 100 is better.  Here, we have a sample size of 200, so we’re covered.  If we knew that the population was normally distributed, our test would be valid with any sample size…but we don’t know that.  c talks about the test for proportion problems, not means.  d is dealing with a two population issue…and even there, it’s not the requirement for the test.  e is relevant for a pair samples problem, but this question only deals with Test 1!!!

15. a.  Since each result from Test 1 matches naturally with a result from Test 2 (the same student), paired samples is appropriate.  In particular, Brad is making a hypothesis about m (a single variable), so it has to be a one-population problem!  This gets rid of b, c, and e.  d is wrong because this is a mean problem, not a proportion problem.

16. a.  c, d, and e are about the sample, and null hypotheses are always about population parameters.  b is wrong because we can only make strong conclusions when we reject the null.  We can’t establish that people would do better on average on Test 2 if we start with that as the default assumption.

17. d.  Brad’s null is Ho:  (m < 0.  Since P < (, we reject this, concluding that m > 0; that is, that the Test 2 average would be higher.  a and b are silly because the P value is a probability, so comparing P to a mean is crazy.  c is a conclusion about the population values, not the population mean.  e is wrong since P < (.

18. c.  The null is that there is no difference in means between the groups.

19. b.  We’d reject if CRITSCORE (or the t of the sample) were bigger than CRITVAL (or t*) or less than –CRITVAL (or -t*) since this is a 2 tailed test.  We’d also reject if PVAL (or the P value) were less than SIGNIF (or ().

20. a.  Provided that the sample is in the rejectable tail, the one tailed P-value is just ½ of the two tailed P-value.  To see if the sample is in the rejectable tail, just plug in the sample stat (x1-bar – x2-bar) in place of the population parameter in the null hypothesis ((1 - (2).  If the resulting statement is false, then the sample is in the rejectable tail.  If the result statement is true, you can stop your hypothesis testing work and conclude that the null is not rejected.

Example:  The null is H0:  (1 < (2.  we find x1-bar = 10 and x2-bar = 12.  Substituting the sample values in place of the population parameters in the null gives us 10 < 12, a true statement.  We can stop our work, concluding that we don’t reject the null.  If the null had been H0:  (1 > (2, we’d have gotten 10 > 12, which is false.  We’d be in the rejectable tail, and would have to proceed.

Note that the answer to question 20 is only correct if x1-bar is greater than x2-bar.  If it isn’t., then the correct 1-tailed P value would be 1 – 0.072, or 0.928.  This wasn’t a choice, of course.

21. e.  We always use z for proportions.

22. c.  This is just SQRT(0.6*(1-0.6)/150).  Recall that we are building a confidence interval, not doing a hypothesis test.

23. d.  MOE = standard error ( critical z or t, always.

24. d.  Confidence intervals are build around sample proportions—here, ps.

25. b.  For proportion confidence intervals, we need at least 5 successes and 5 failure in the sample.  For NRR work, we need at least 5 expected successes and 5 expected failures in the sample.  (We use p, rather than ps, in the calculations in this case.)

26. d.  We use t since ( is unknown.  TINV gives total tail area, which is 1- c, or 0.01.  The degrees of freedom is sample size – 1.




