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Problems 1 - 6 deal with the game described below.

You are required to play the game “Hot Stack”.  Four playing cards (three black, one red) are shuffled together, then dealt (face down) into two stacks of two cards each.  We’ll call these the “left stack” and the “right stack”.  You choose one of the stacks and reveal its cards.  You are then paid $12 for each black card in your stack, but must pay $30 for any red card in your stack.  Thus, a double black, or “hot” stack, pays $24.  The red-black “cold” stack costs you $18.

If you wish, before you make your choice, you make remove the top card from the left stack, look at it, then throw it away.  The left stack then has only one “pay card” remaining in it—$12 or -$30.  What should you do?

The decision tree for this problem appears below.  Study it carefully.  The three locations marked #1, #2, and #3 are values which you must supply for questions 1, 2, and 3.

1.  The number indicated by #1 in the tree above is
–18		b)  -4		c)   -3		d)  -2		e)  24		Comment by Scott P Stevens: 
No.  It’s a chance node.	Comment by Scott P Stevens: 
Correct.  2/3(-18) + 1/3(24) = -4.	Comment by Scott P Stevens: 
No.	Comment by Scott P Stevens: 
No.  You don’t divide by the number of payoffs when doing expected value calculations.	Comment by Scott P Stevens: 
No.  It’s a chance node.

2. The number indicated by #2 in the tree above is
a)  1.5		b)  3		c)  3.75		d)  4.5	e)  13.5	Comment by Scott P Stevens: 
No way.	Comment by Scott P Stevens: 
This is a MAX problem, not a MIN.	Comment by Scott P Stevens: 
This is a decision node—you pick the answer you like best.	Comment by Scott P Stevens: 
Correct.	Comment by Scott P Stevens: 
Very, very wrong.

3.  The number indicated by #3 in the tree above is
a)  -18		b) –2		c)  12		d)  0		e)  24	Comment by Scott P Stevens: 
No, this is the payoff for a full “nonhot” stack.  You’ve got a one card “hot” stack.	Comment by Scott P Stevens: 
Huh?	Comment by Scott P Stevens: 
Yes.  The hot stack has only one card left.	Comment by Scott P Stevens: 
No.  There is still one card in the stack.	Comment by Scott P Stevens: 
No.  The hot stack has only one card left.

4. The optimal strategy given by the tree is
a) Look at the top card.	Comment by Scott P Stevens: 
Don’t stop there!  What else do you do?
b) Don’t look at the top card.	Comment by Scott P Stevens: 
Don’t stop there!  What else do you do?

c) Look at the top card.  Pick the left stack if the revealed card is black, but pick the right stack if the revealed card is red.	Comment by Scott P Stevens: 
Correct.
d) Don’t look at the top card.   Pick the left stack.	Comment by Scott P Stevens: 
This is a strategy, but not the optimal one.
e) Look at the top card.  The card is red.   Pick the right stack and win $24.	Comment by Scott P Stevens: 
This is not a strategy.  You can’t choose that the card will be red.

5. The value marked #1 tells us
a) how much you’d be guaranteed to make if you looked at the top card, found it black, then chose the right stack.	Comment by Scott P Stevens: 
No.  The value is an expected (average) value, not a guarantee.
b) your expected winnings if you follow the optimal strategy.	Comment by Scott P Stevens: 
No.  That value is found over the first node.
c) your expected winnings if you look at the top card and it is black (assuming you are following the optimal strategy).	Comment by Scott P Stevens: 
No, that value is -2
d) your mean winnings if your strategy is "always immediately choose the right stack".	Comment by Scott P Stevens: 
No, that value is 3.
e) none of these is the correct interpretation of the value marked #1	Comment by Scott P Stevens: 
Right…although A is close…just replace the phrase “be guaranteed to make” with “make on average”.

6. Consider looking at the top card of the left stack as (free) research.  Then the EVSI of this research is
a)  $0		b)  $1.50	c)  $3		d)  $4.50	e)  $12	Comment by Scott P Stevens: 
Nope.  The research has value—that’s why the optimal strategy includes it.	Comment by Scott P Stevens: 
Right.  4.5-3+0 = EVSI	Comment by Scott P Stevens: 
No, this is the expected payoff with no research.	Comment by Scott P Stevens: 
No, this is the expected PAYOFF with research.	Comment by Scott P Stevens: 
Uh…no.


END OF THE HOT STACK SCENARIO


Questions 7-14 use the information below.  Read the scenario carefully.

Stanley Lord is about to make a print run for a new book, Favorite Quant Bedtime Stories, and is trying to decide whether to print 2000 or 4000 copies.  Each copy that he prints costs his department $1.  When a copy of the book is sold, though, his department receives all of the revenue generated from the sale.  The demand for the book depends, in part, on the price of the book.  (The demand, of course, is the number of copies of the book that consumers are willing to buy.)  Stanley's superiors at the print house are currently deciding what the selling price of the book is to be, and so he has delayed his decision of the size of his print run until that information becomes available.  He knows that his superiors will set the price for the book at either $5 or $10 per copy.  At these prices, Stanley decides the demand for the book will be 1000, 2000, or 4000 copies. Stanley sits down and considers the various price-demand combinations, assigning probabilities to each.  The results of his analysis are shown below.

	
	Demand = 1000
	Demand = 2000
	Demand = 4000
	

	Selling Price = $5
	0.1
	0.2
	0.3
	

	Selling Price = $10
	0.2
	0.1
	0.1
	

	
	
	
	
	


So, for example, Stanley has decided that the combination of a $5 selling price and a 4000 copy demand for the book has a 30% chance of occurring, while the combination of a $10 selling price and a 1000 copy demand has a 20% chance of occurring.  All questions based on this scenario assume that this analysis of Stanley's is correct.  Note that it is perfectly appropriate to view the table above as the "corner" (AND) table in our contingency table work.

Stanley's goal is to maximize the profit his department makes on the printing and sale of the book.

7.  The probability that the book's selling price will be $10 is

a)  20%		b)  30%		c)  40%		d)  50%		e)  60%	Comment by Scott P Stevens: 
No.  That’s the probability of a $10 selling price AND a 1000 copy demand.	Comment by Scott P Stevens: 
Reply hazy.  Try again.	Comment by Scott P Stevens: 
Correct.  .2 + .1 + .1 = 0.4	Comment by Scott P Stevens: 
No.  Just because there are two possibilities of price doesn’t make them equally likely.	Comment by Scott P Stevens: 
Nope.  That’s the probability of a $5 selling price.

8. Suppose that the selling price of the book ends up being $5.  Then the probability that the demand will be 2000 copies is

a)  1/6		b)  1/5		c)  1/4		d)  1/3		e)  1/2  	Comment by Scott P Stevens: 
Use the contingency tables!	Comment by Scott P Stevens: 
Use the contingency tables!
	Comment by Scott P Stevens: 
Use the contingency tables!
	Comment by Scott P Stevens: 
Correct.  0.2/0.6 = 1/3	Comment by Scott P Stevens: 
Use the contingency tables!


9. The probabilities in the table show that selling price and demand are
a) mutually exclusive events	Comment by Scott P Stevens: 
No.  They aren’t even events!
b) completely exhaustive events	Comment by Scott P Stevens: 
No.  They aren’t even events!

c) complementary events	Comment by Scott P Stevens: 
No.  They aren’t even events!

d) independent random variables	Comment by Scott P Stevens: 
No, they’re not independent.  See the correct answer for the reason.
e) dependent random variables	Comment by Scott P Stevens: 
Yes.  They are certainly random variables, and are dependent because knowing the value of one changes the probabilities for the other.  As an example, the chance of a $5 selling price is 40%, but if we know that the demand is 4000 copies, then the chance that the selling price is $5 jumps to 0.3/0.4 = 75%.

10. Suppose Stanley builds the decision tree for his problem.   The first node in the tree will be
a) a decision node for how many copies he should print	Comment by Scott P Stevens: 
Nope…he’ll know the selling price when he makes that decision.
b) a chance node for the selling price of the book	Comment by Scott P Stevens: 
Correct.
c) a decision node for the selling prince of the book	Comment by Scott P Stevens: 
No.  This is Stanley’s tree, and he doesn’t get to choose the selling price.  His superiors do.
d) a chance node for the number of copies demanded	Comment by Scott P Stevens: 
We learn that after the book is in print, and the price is set.
e) a decision node for the number of copies sold	Comment by Scott P Stevens: 
That depends in part on demand, and so is not decidable by Stanley.

For questions 11-13 we extend the Stanley Lord scenario as follows.

Stanley, after much deliberation, has decided that he will print 4000 copies of the book.  In this way, he is assured of meeting demand for the book.  (That is, the number of books demanded will be the same as the number of books sold.)  He also defines the following decision variables:

DEM = the number of copies of the book demanded (and sold)
PRICE = the selling price of one copy of the book in dollars  
REV = the total dollars of revenue generated by the sale of copies of the book
PROFIT  = the total dollars of profit generated by the sale of copies of the book

Note that REV = DEM  PRICE and that PROFIT = REV – 4000.  Calculation will show that
E(DEM) = 2500 and  E(PRICE) = 7.

11. The expected revenue for Stanley's department is
a) E(PROFIT)	Comment by Scott P Stevens: 
Profit is not the same as revenue.
b) E(REV – 4000)	Comment by Scott P Stevens: 
This is the same as answer a).
c) E(DEM)  E(PRICE), because DEM and PRICE are independent	Comment by Scott P Stevens: 
No, they are not independent.  Cheaper books generate a greater chance of high demand.
d) E(DEM)  E(PRICE), because DEM and PRICE are dependent	Comment by Scott P Stevens: 
Garbage.  The fact that the variables are dependent means that you CAN’T use this formula.
e) none of the above is correct	Comment by Scott P Stevens: 
The right answer.

12. 
The expected profit for Stanley's department is

a) E(REV – 4000)	Comment by Scott P Stevens: 
There’s a better answer.
b) E(REV) – E(4000)
c) E(REV) – 4000
d) all of a)-c) are correct	Comment by Scott P Stevens: 
Right.  E(REV – 4000) = E(REV) – E(4000) = E(REV) – 4000.
e) none of a)-c) is correct	Comment by Scott P Stevens: 
Boy, was this ever a bad choice!

13. Which of the following calculations would be appropriate if Stanley wished to use the definition of expected value to compute E(REV)?

a) 2500  7	Comment by Scott P Stevens: 
Not the definition, and assumes that demand and selling price are independent.  They aren’t.
b) 5(.6) + 6(.4)	Comment by Scott P Stevens: 
Implies that the revenue is either 5 or 6 dollars.  Not so.
c) 1000(.3) + 2000(.3) + 4000(.4)	Comment by Scott P Stevens: 
This is the expected demand if the price of the book is unknown.
d) [1000(.3) + 2000(.3) + 4000(.4)]  [5(.6) + 10(.4)]	Comment by Scott P Stevens: 
This is the same as a)…it just looks fancier.
e) 5000(.1) + 10000(.2) + 20000(.3) + 10000(.2) + 20000(.1) + 40000(.1)	Comment by Scott P Stevens: 
Correct.  Take every possible value of revenue, multiply each by the likelihood it happens, then add the results.  For example, there is a 10% chance of a $5 price and a 1000 copy demand, so a 10% chance of a $5000 revenue.  Carry on this way.

END OF THE STANLEY LORD SCENARIO


Problem A:  (9 points)  Recall the child’s game of Rock-Paper-Scissors?  Each player secretly chooses “Rock”, “Paper”, or “Scissors”, and then they simultaneously reveal their choices to one another.  Rock beats Scissors, Scissors beats Paper, and Paper beats Rock.  

You have agreed to play a round of Rock-Paper-Scissors against a friend who (you know) always makes her decision by rolling a die.  On a roll of 1, 2, 3, or 4, she says “Rock”, and on a roll of 5 or 6 she says “Paper”.  She never says “Scissors”.  The winner of the game will get $1 from the loser.  If both players choose the same object (Rock, Paper, or Scissors), then no money is exchanged.

In the space below, construct the decision tree for this game.  Include labels on all branches, probabilities on all chance branches, and payoffs at the end of each tree path.  YOU NEED NOT ROLL BACK THIS TREE.








This rectangle covers the answer.  To see the answer, just click on this BOARDER of this rectangle and press the DELETE key on your keyboard.

If only some letters disappear, you clicked inside the rectangle.  Try again.
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